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Abstract

The recognition of Indian and Arabic handwriting is
drawing increasing attention in recent years. To test
the promise of existing handwritten numeral recognition
methods and provide new benchmarks for future research,
this paper presents some results of handwritten Bangla
and Farsi numeral recognition on binary and gray-scale
images. On proper pre-processing, feature extraction and
classification, we achieved very high accuracies on three
databases: ISI Bangla numerals, CENPARMI Farsi nu-
merals, and IFHCDB Farsi numerals. The benefit of
recognition on gray-scale images is justified.

Keywords: Bangla numeral recognition; Farsi numeral
recognition; Pre-processing; Feature extraction; Classifi-
cation.

1. Introduction

In last decades, most attention of character recognition
was paid to English and Chinese/Japanese characters. Par-
ticularly, the recognition of Latin numeral characters has
attracted much attention because it is a handy case for test-
ing various techniques (pre-processing, feature extraction,
and classification) and has many applications. Many ef-
fective recognition methods have been proposed and very
high accuracies have been reported [1, 2, 3, 4].

In recent years, the recognition of Indian and Arabic
scripts is receiving increasing attention [5, 6]. In India, the
most frequently used scripts include Devenagari, Bangla,
Tamil, Oriya, and so on. Arabic and Farsi (Persian) scripts
are mainly used in the Middle East and they are very simi-
lar to one another. For such scripts, some researchers have
designed specific methods while some others use existing
generic character recognition methods. To promote the re-
search in this field, some handwriting databases have been

released, and competitions of Arabic handwriting recog-
nition and Tamil character recognition have been held.

This paper focuses on the recognition of Indian and
Arabic numerals, particularly, Bangla and Farsi numeral
recognition because some public databases are available
[7, 8, 9]. Though some research works have contributed
to Bangla numeral recognition [10, 11, 12] and Farsi nu-
meral recognition [13], they rarely used common sample
databases, and some of the reported accuracies are not
very high. Thus, this work aims to provide new bench-
marks for fair comparison of recognition methods on stan-
dard databases.

We evaluate our recognition methods on three
databases: ISI Bangla numerals [7], CENPARMI Farsi
numerals [8], and IFHCDB Farsi numerals [9]. The meth-
ods of image pre-processing, feature extraction and classi-
fication have shown superior performance in handwritten
Latin numeral recognition [2, 3]. The character images in
the three databases are gray-scaled with 256 levels. We
use proper pre-processing techniques, including thresh-
olding and gray level normalization, to overcome gray
level variations. Our methods yield very high recognition
accuracies on the databases, and the benefit of recognition
on gray-scale images is justified.

2. Previous Works

Bhattacharya and Chaudhuri proposed a multiresolu-
tion wavelet analysis and majority voting approach and
applied to handwritten Bangla numeral recognition [10].
They combine three MLP neural networks on wavelet fea-
tures of three resolutions by majority vote and reported a
correct rate of 97.16% with 0.76% rejection on 5,000 test
samples. Wen et al. combine three recognizers by majority
vote, one of them is based on Kirsh gradient (four orien-
tations), dimensionality reduction by PCA and classifica-
tion by SVM (support vector machine). They reported a



correct rate of 95.05% with 0.93% error on 10,000 test
samples. Pal et al. reported results of handwritten nu-
meral recognition of six Indian scripts, including Bangla
[12]. They use quadratic classifier on 16-direction gra-
dient histogram feature extracted by Roberts masks. By
5-fold cross validation on 14,650 samples, they obtained
a high accuracy of 98.99%.

For handwritten Farsi numeral recognition, Soltan-
zadeh et al. extract outer profile features [13] and use one-
versus-all SVM classifiers, with polynomial and radial ba-
sis function (RBF) kernels. On 3,939 test samples, two
SVM classifiers gave accuracies of 99.44% and 99.57%.
Solimanpour et al. tested the same method of [13] on the
Farsi handwriting database of CENPARMI [8]. Using the
verifying data for selecting kernel parameters for SVM
classifier, they obtained a test accuracy of 97.32%. This
lower accuracy indicates that the samples in CENPARMI
database are more challenging than those in [13].

3. Databases

We evaluate our recognition methods on three
databases: ISI Bangla numerals [7]1, CENPARMI Farsi
numerals [8], and IFHCDB Farsi numerals [9]2.

The ISI Bangla numeral database has 19,392 training
samples and 4,000 test samples in total. The images are
gray-scaled, some with noisy background, and the gray
level of foreground (stroke regions) varies considerably.
In the CENPARMI Farsi numeral database, each of 10
classes has 1,100 samples for training, 200 samples for
verifying, and 500 samples for testing. The images are
gray-scaled, mostly with clean background, but the gray
level of foreground is considerably variable. The IFHCDB
Farsi database has 17,740 numeral images in total. For
classes ‘4’ and ‘6’ each has two different shapes, but we
exclude the samples of minor shapes in our experiments.
On doing so, we have 12,292 samples for training and
5,268 samples for testing. Some samples of the three
databases are shown in Fig. 1.

4. Recognition Methods

Each sample undergoes pre-processing of image, fea-
ture extraction, and classification. The feature vectors of
training samples are used to learn the parameters of a clas-
sifier.

4.1 Pre-Processing

We use proper thresholding, gray level normalization
and size normalization techniques to remove recognition-

1Indian Statistical Institute (ISI), Kolkata, India, http:
//www.isical.ac.in/ ujjwal/download/database.html

2AmirKabir University of Technology, Tehran, Iran, http:
//ele.aut.ac.ir/imageproc/downloads/IFHCDB.htm Contact Prof.
Karim Faez (kfaez@aut.ac.ir)

Figure 2. Examples of thresholding. Upper: original
image; Middle: binarized; Lower: background elimi-
nated.

irrelevant information. The major role of thresholding is
to remove the background noise. By thresholding a gray-
scale image, we can obtain both the binary image (with
level 1 for foreground and level 0 for background) and
the background-eliminated gray-scale image. For select-
ing the threshold, we use the classical algorithm of Otsu
[14], which performs satisfactorily (Fig. 2).

The thresholded gray-scale images have variable fore-
ground gray levels over different samples. To eliminate
the dependence of feature values on gray levels, we re-
scale the gray levels of foreground pixels of each sample
into a standard mean of 210 and deviation of 20.

For size normalization, the most popular method is the
linear normalization (LN): bounding the character strokes
with a rectangle and linearly mapping the rectangle into
a standard size (usually a square). Better performance
can be achieved using moment normalization (MN) [3],
which aligns the centroid (center of gravity) of charac-
ter image with the geometric center of normalized plane,
and re-bounds the character according to second-order
moments. We also evaluate a nonlinear moment-based
normalization method, called bi-moment normalization
(BMN) [15], which uses two quadratic functions to map
pixel coordinates. The MN and BMN methods have been
shown to perform superiorly [3].

The above normalization methods apply to both binary
and gray-scale images. A binary image can be normal-
ized to either a binary image or a gray-scaled (we call
pseudo-gray) image [3]. To alleviate the deformation of
normalization for elongated characters, the aspect ratio of
character is controlled by an aspect ratio mapping function
(square root of sine) [3]. Some examples of gray level nor-
malization and size normalization (by three methods) are
shown in Fig. 3.

4.2 Feature Extraction

Various up-to-date character features have been eval-
uated in [2, 3]. The feature of local stroke orienta-
tion/direction distribution is widely used and is among
the best for character recognition of various scripts. This
type of feature is described by a concatenation of local-
ized histograms of orientation/direction elements, from



Figure 1. Samples of three numeral databases (from left to right): ISI Bangla, CENPARMI Farsi, IFHCDB Farsi.

Figure 3. Examples of gray level normalization and
size normalization. From left: background eliminated,
gray level normalized, linear size normalized, moment
normalized, bi-moment normalized.

either stroke contour or gradient (applies to both binary
and gray-scale images). The gradient histogram feature
generally outperforms the contour (chaincode) histogram
feature and 8-direction histogram features generally out-
perform 4-orientation histogram features.

Based on the above situation, we take the gradient
direction histogram feature. The gradient can be calcu-
lated using different operators. Kirsh and Roberts masks
have been applied to Bangla numeral recognition by Wen
et al. [11] and Pal et al. [12], respectively. Kirsh masks
directly calculate the gradient magnitude of four orienta-
tions, whereas Roberts masks (2 × 2 neighborhood) and
Sobel masks (3 × 3 neighborhood) calculate the x- and
y- components of local gradient vector. We use the Sobel
operator, which outperforms the Kirsh masks [2], and will
compare the Sobel operator with the Roberts operator.

For calculating local orientation/direction histograms,
the gradient vector at each pixel is assigned to discrete
directions either by tangent angle quantization or parallel-
ogram decomposition. The latter, decomposing a vector
into two directions using the parallelogram rule, can mini-
mize the quantization error. Fig. 4 shows the eight discrete
directions and the decomposition of a gradient vector. The
number of discrete directions can be easily extended to 12,
16, or any other number.

On decomposing the gradient vectors of all pixels into
discrete directions, feature values are extracted from each
direction map by zoning or low-pass filtering with down-

Figure 4. Eight discrete directions and decomposition
of gradient vector.

sampling. Low-pass filtering (also called blurring) can
better deal with the translation of strokes. We use the
Gaussian filter and relate its variance parameter to the
sampling interval according to the Nyquist Sampling The-
orem [2]:

σx =

√
2tx

π
,

whereσx is the standard deviation of Gaussian function,
andtx is the sampling interval.

4.3 Classification

We use six types of classifiers for classification on
the character features: MLP neural network, modified
quadratic discriminant function (MQDF) [16], discrimi-
native learning quadratic discriminant function (DLQDF)
[17], polynomial network classifier (PNC) [18], class-
specific feature polynomial classifier (CFPC) [19], and
one-versus-all SVM classifier [20]. The MLP, MQDF,
DLQDF, PNC and SVM classifiers have been evaluated
for handwritten Latin numeral recognition in [2].

We use the MLP with one hidden layer, with the con-
necting weights estimated by the error back-propagation
(BP) algorithm minimizing the squared error criterion.
The PNC is a single-layer network with the linear and
polynomial (up to second order in our case) terms of fea-
tures as the inputs. To reduce the complexity, the num-
ber of features is reduced by PCA. The CFPC uses class-
specific PCA subspace features for each class, and incor-
porates the subspace reconstruction error as well.

The MQDF is the modification of ordinary QDF by



replacing the minor eigenvalues of each class with a con-
stant, and so, results in reduced complexity and improved
generalization performance. We optimize this constant
via 5-fold cross validation on the training data set. The
DLQDF has the same structure as the MQDF, with the pa-
rameters optimized by discriminative learning under the
minimum classification error (MCE) criterion [21].

For the SVM classifier, the selection of kernel func-
tion is important. The polynomial kernel and the RBF
kernel are popular. Our experience tells us that in char-
acter recognition, the SVM with RBF kernel mostly out-
performs that with polynomial kernel. In our experiments,
the variance parameter of the RBF kernel is set to be pro-
portional to the average within-class variance (square Eu-
clidean distance to class mean). This way of parameter
selection works satisfactorily.

5. Results and Discussions

We combine three types of normalized images, three
size normalization methods, and six classifiers in hand-
written Bangla and Farsi numeral recognition. The three
image types are: binary image normalized from binary
image, gray-scale image normalized from binary image
(pseudo-gray image), and gray-scale image normalized
from gray-scale image. The three size normalization
methods are: linear normalization (LN), moment normal-
ization (MN), and bi-moment normalization (BMN).

For extracting 8-direction gradient feature, the size of
normalized image is set to35 × 35 pixels. On each of
eight direction maps,5 × 5 feature values are extracted
by Gaussian filtering and down-sampling. The resulting
feature vector is 200D. We also tried 12-direction and 16-
direction features to verify the optimum resolution of di-
rection decomposition, and found that they did not out-
perform the 8-direction feature in this work. For saving
space, we do not list the recognition results of 12-direction
and 16-direction features here.

We also compared three schemes for gradient direc-
tion computation: Sobel operator with vector decompo-
sition (Fig. 4), Roberts operator with vector decomposi-
tion, and Roberts operator with tangent angle partitioning.
The average accuracies of three schemes on nine image-
normalization combinations are shown in Table 1. We can
see that the Sobel operator with vector decomposition is
indeed the best choice.

Table 1. Average accuracies (%) of three gradient di-
rection computation schemes.

MQDF DLQDF PNC CFPC
Sobel-vector 98.47 99.13 99.07 99.16

Roberts-vector 98.31 99.08 99.07 99.05
Roberts-tagent 98.15 99.94 98.94 98.98

The classifier structures were empirically set as fol-
lows. The MLP has one hidden layer of 100 nodes. The
MQDF and DLQDF classifiers use 40 principal eigenvec-
tors per class. The MQDF has a parameter estimated by
5-fold cross validation on the training set, and the DLQDF
inherits initial parameters from the MQDF. The PNC uses
70D PCA subspace, and the CFPC uses 50D class-specific
PCA subspaces. The SVM classifier uses an RBF kernel
with the variance parameter equal to 0.5 times the average
within-class sample variance.

The performance of MLP is sensitive to the initializa-
tion of weights. For the CENPARMI database, we trained
with three different sets of initial weights, and selected the
one performing best on the verifying data. On the other
two databases, the network was trained three times on 4/5
of training data and evaluated on the remaining 1/5 data.
The network with the best initial weights is then re-trained
on the whole training set.

The recognition accuracies on the test sets of three
databases are shown in Tables 2, 3 and 4, respectively.
In these Tables, the highest accuracy of each row over dif-
ferent classifiers is highlighted, and the average accuracy
of each column is given. Since the accuracies of the latter
four classifiers (DLQDF, PNC, CFPC, SVM) are compa-
rable and are remarkably higher than MLP and MQDF, we
also give the average accuracy of the four high-accuracy
classifiers (denoted by “Aver{3-6}”) for comparing the
image types and normalization methods.

We have some observations from the results. For com-
paring the image types, we focus on the average accura-
cies of four classifiers (“Aver{3-6}”). We can see that ex-
cept two of 18 cases, for all the three databases and three
normalization methods, the average accuracies of recog-
nition on pseudo-gray normalized images are higher than
those on binary normalized images, and the average accu-
racies of recognition on gray-scale images are higher than
those on pseudo-gray images. Comparing the normaliza-
tion methods, we can see that except five of 18 cases, the
average accuracies of moment normalization are higher
than those of linear normalization and the average accu-
racies of bi-moment normalization are higher than those
of moment normalization. Comparing the classifiers, the
SVM (with RBF kernel) gives the highest accuracy in 12
of 27 cases, the CFPC gives the highest accuracy in seven
cases, the DLQDF in five cases, the PNC in three cases,
and the MQDF in one case.

For comparing with previous results, we found only
one published result evaluated on the same database with
us. Solimanpour et al. tested the same method of [13]
on the Farsi handwriting database of CENPARMI [8]
and obtained a test accuracy of 97.32%. Our accuracies
on the same test set using four high accuracy classifiers
are mostly higher than 98.80%, and the highest one is
99.16%, achieved on gray-scale images.



Table 2. Test accuracies (%) of 8-direction features on ISI Bangla numerals.

Image Norm MLP MQDF DLQDF PNC CFPC SVM Aver{3-6}
LN 98.35 98.05 99.00 98.85 98.83 99.08 98.99

Binary MN 98.28 98.25 98.85 98.72 98.92 98.97 98.87
BMN 98.75 98.50 99.00 99.15 99.17 99.20 99.13
LN 98.58 98.17 98.97 98.92 99.08 99.00 98.99

P-gray MN 99.00 98.75 99.28 99.13 99.35 99.22 99.25
BMN 98.97 98.78 99.28 99.30 99.38 99.30 99.32
LN 98.60 98.22 99.13 99.03 98.95 99.10 99.05

Gray MN 98.80 98.67 99.30 99.25 99.40 99.25 99.30
BMN 98.90 98.83 99.40 99.30 99.35 99.30 99.34

Average 98.69 98.47 99.13 99.07 99.16 99.16

Table 3. Test accuracies (%) of 8-direction features on CENPARMI Farsi numerals.

Image Norm MLP MQDF DLQDF PNC CFPC SVM Aver{3-6}
LN 98.32 97.60 98.74 98.76 98.76 98.78 98.76

Binary MN 98.30 97.94 98.80 98.76 98.74 98.96 98.82
BMN 98.16 97.98 98.76 98.86 98.78 98.86 98.82
LN 98.60 97.78 98.82 98.86 98.86 98.90 98.86

P-gray MN 98.48 98.26 98.96 98.78 98.98 99.04 98.94
BMN 98.42 98.36 98.92 98.96 98.82 98.94 98.91
LN 98.54 97.80 98.86 99.00 98.90 98.86 98.91

Gray MN 98.56 98.42 98.92 98.98 99.16 99.04 99.03
BMN 98.82 98.42 99.00 98.98 99.06 99.10 99.04

Average 98.47 98.06 98.86 98.88 98.90 98.94

Figure 5. Misclassified samples of ISI Bangla nu-
meral database.

The misclassified test samples of ISI Bangla and CEN-
PARMI Farsi, by CFPC on gray-scale image with moment
normalization, are shown in Fig. 5 and Fig. 6, respectively.
We can see that in Bangla numerals, there are many con-
fusions between ‘1’ and ‘9’, and some peculiarly written
samples of ‘5’ are misclassified. In Farsi numerals, quite
a few samples of ‘1’ and ‘5’ are misclassified as ‘0’, some
samples of ‘3’ are wrongly classified as ‘2’, and ‘6’ and
‘9’ are frequently confused. The misclassification of ‘1’
as ‘0’ occurs because ‘0’ has many training samples with
filled loops, while some samples of ‘1’ are rather wide.
The confusion between ‘5’ and ‘0’ is attributed to the loop
in ’5’. Combining multiple recognizers can reduce the
number of misclassifications and produce some rejections,
but this is not the aim of this work.

6. Conclusion

In this work, we applied some advanced character
recognition methods to handwritten Bangla and Farsi nu-

Figure 6. Misclassified samples of CENPARMI Farsi
numeral database.

meral recognition and evaluated the performance on three
public databases: ISI Bangla numerals, CENPARMI Farsi
numerals, and IFHCDB Farsi numerals. We justified the
benefit of recognition on gray-scale images and the su-
periority of moment normalization and bi-moment nor-
malization. The feature used is the gradient direction his-
togram feature, and four classifiers (DLQDF, PNC, CFPC
and SVM) yield very high accuracies. The highest test ac-
curacies on the three databases are 99.40%, 99.16%, and
99.73%, respectively. These databases were recently pub-
lished and have not been widely evaluated by the com-
munity, except that a previous work reported an accuracy
of 97.32% on the CENPARMI Farsi numerals. Thus, this
work provides a new benchmark.

To further improve the recognition performance, pos-
sible future works are as follows. (1) Although the gra-
dient direction feature performs superbly overall, comple-



Table 4. Test accuracies (%) of 8-direction features on IFHCDB Farsi numerals.

Image Norm MLP MQDF DLQDF PNC CFPC SVM Aver{3-6}
LN 99.28 99.32 99.58 99.56 99.62 99.56 99.58

Binary MN 99.43 99.53 99.54 99.51 99.49 99.62 99.54
BMN 99.41 99.56 99.64 99.62 99.56 99.66 99.62
LN 99.41 99.35 99.62 99.58 99.64 99.56 99.60

P-gray MN 99.49 99.53 99.66 99.62 99.58 99.70 99.64
BMN 99.45 99.60 99.70 99.60 99.64 99.68 99.66
LN 99.45 99.49 99.66 99.53 99.62 99.62 99.61

Gray MN 99.49 99.62 99.60 99.60 99.58 99.60 99.60
BMN 99.39 99.70 99.73 99.68 99.70 99.70 99.70

Average 99.42 99.52 99.64 99.59 99.60 99.63

mentary features may help discriminating confusing char-
acters. For example, Farsi numerals ‘0’ and ‘1’ can be
better separated by considering the original size before
normalization, slant and inertia ratio. (2) For classifier
design, it is better to select model parameters (classifier
structures) by cross validation rather than empirically as
in our experiments. (3) Combining multiple classifiers
can improve the recognition accuracy or rejection capabil-
ity. The classifiers to be combined can use various tech-
niques of normalization and feature extraction, have dif-
ferent structures or even classify different sets of classes.
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