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Abstract

This work presents a study about feature selection and
weighting for improving the recognition of handwritten
words coming from Brazilian bank check lexicon. For this
purpose, two global optimization methods are used: Tabu
Search(TS) and Simulated Annealing(SA). These meth-
ods were combined with k-NN composing two hybrid ap-
proaches for features selection and weighting: SA/k-NN
and TS/k-NN. The results show that feature sets optimized
by the studied models are very efficient when compared
with k-NN. Both, accuracy classification and number of
features in the resultant set are considered in the con-
clusions. Furthermore, some new structural features ex-
tracted from image upper and lower profiles are proposed.

Keywords: legal amount recognition, feature selection
and weighting, tabu search, simulated annealing

1. Introduction
Automatic check processing still is a challenging prob-

lem, specially when the legal amount (LA) recognition
is the subject. This kind of system has a demand from
the banking industry, because nowadays great part of the
checks are manually processed [1].

The system described in this paper has been con-
structed to deal with the problem of legal amount post-
classification. Great part of the previously proposed sys-
tems to recognize LA is based on a list of probable an-
swers [2, 3, 4, 5]. Considering the Brazilian checks lex-
icon, we notice some classes share a common sub-string
(suffix or prefix). On the one hand this is a meaningful dis-
criminatory information once we can more easily classify
a word as being member of some suffix or prefix group.
On the other hand, the objective of a bank check recog-
nition system is not to categorize into groups of similar
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words, but to find an unique answer for each LA segment.
In this work, we assume a system divided in two recog-

nition stages: the first one groups the words based on
their suffixes and prefixes. The second, called here post-
classification, chooses one word from the group as the
final class answer. Important works have handled with
prefixes and suffixes in the recognition of handwritten
words [6, 7]. This paper focuses on the second stage: tech-
niques of feature selection and weighting are used here for
improving the post-classification results.

The feature set choice is one of the earliest and most
important decisions in classification tasks. At this point,
defined attributes will be considered in a certain class of
objects in order to make easier their recognition. How-
ever, this choice is not simple: the more complex is the
classification problem, the harder it is to find a satisfac-
tory group of discriminant features.

Furthermore, the feature size set aims at being more
compact once it directly affects the classifier performance
and design. Larger feature sets imply in more complex
data structures and computations. Despite the supracited
advantages of features set careful choice, this process is
made by either through an empirical or a subjective way
at times.

As one may conclude, the desired solution is the small-
est feature set sufficient to preserve the quality of discrim-
inant information between classes. In this case, we can
deal with features selection as an optimization problem
whose objective function could be, for instance, to im-
prove the accuracy rate as well as to reduce the feature
set.

While feature selection leads to the reduction of the
number of features, feature weighting is a method that pre-
serves the original size of the set, with the singularity of
associating weight values to each feature according to its
discriminatory ability.

Two well-known optimization methods could be used
to find the optimal set of features: Tabu Search(TS) [8, 9]
and Simulated Annealing(SA) [10]. Both methods are



particularly efficient since they search in the space for the
global minima solution avoiding local minima. TS was
previously used for simultaneous feature selection and
feature weighting in [11]. In the referred work, a new
hybrid TS/k-Nearest Neighbor algorithm was proposed
in which TS searches for solutions in the space and k-
NN [12] evaluates these solutions. Despite of being an ex-
pensive solution, its results overcomes those obtained with
well-known feature selection methods. Feature selection
and weighting are useful for improving classification ac-
curacy in union with optimization methods [13, 14].

This work presents a study of simultaneous feature se-
lection and feature weighting through global optimization
applied on post-classification of LA words. For this pur-
pose, the hybrid algorithms TS/k-NN and SA/k-NN are
used here to evaluate the classification accuracy rate. In a
previous work [15], both methods have improved results
of popular benchmarks.

Organization of this paper is as follows. Section 2
outlines the feature extraction procedures for the recogni-
tion module. Section 3 introduces the global optimization
methods studied here: TS/k-NN and SA/k-NN. In Sec-
tions 4 and 5, we present the experimental methods and
results of these techniques, respectively. Finally, impor-
tant remarks are presented in the conclusive Section 6.

2. Feature Extraction
Legal amount recognition has a small vocabulary for

Brazilian checks, such as 40 words. However the major
problem is given by the great variability in writing. With
these constraints in mind, were selected a set of 89 fea-
tures: 50 Horizontal Transitions; 36 extracted from the
upper and lower profiles; and, width and height of the im-
age, plus the ratio between them. This section details the
proceedings to obtain the feature set used in this work.

2.1. Horizontal Transitions

The idea behind Horizontal Transitions procedure is
to scan the image horizontally, from left to right, counting
the number of 0-1 and 1-0 transitions. In this approach
0 means background while 1 means foreground pixels.
Therefore, the first step is to normalize the image to a
predefined height (50 pixels were used). Based on that
assumption, a total of 50 features were calculated as the
mean of the 0-1 and 1-0 transitions.

2.2. Upper and Lower Profiles Based Measures

After find a bounding-box (BB) of the sample image,
Upper and Lower Profiles can be calculated as an one-
dimensional vector. The Upper Profile estimates the dis-
tance, in pixels, from the top of the BB to the first object
below it. On the other hand, the Lower Profile is given
by the distance between the bottom of the BB and the first

pixel that belongs to the object above it.

(a)

(b)

(c)

Figure 1. (a) Upper profile. (b) An image word sam-
ple . (c) Lower profile. The ? means local maxima
points and the ◦ local minima.

In Figure 1(b) a sample image is given (it is written in
Portuguese (Brazil) and means “four hundred” ). Its upper
and lower profiles can be seen in Figures 1(a) and 1(c),
respectively. From each profile, there are some especial
points that are marked with “?” (star) and “◦” (circle),
which mean the maximum (peaks) and the minimum (val-
leys) local of the profile, respectively. Therefore, we have
two profiles to analyze: upper and lower. Each one having
two set of points: maximum and minimum.

Let xl
m = [x1, x2, . . . , xn] be a profile vector, where

n is the size of the vector, l can be replaced by upper or
lower and m by maximum or minimum. From this vector
a total of 5 (five) features are extracted, they are (adopt h
as image height):

• Number of peaks (valleys) (count(xl
m));

• Maximum value normalized (max(xl
m)/h);

• Minimum value normalized (min(xl
m)/h);

• Average value normalized (ave(xl
m)/h);



• Standard deviation (std(xl
m)).

Besides these features, more 4 (four) ones per profile
was obtained based on the difference of the vector xl

m.
The idea is to calculate the difference between adjacent
elements of the vector. This will give us a good estimate
of the proximity of the peaks (or valleys). Let dx be the
difference vector given by dxl

m = [x(2) − x(1), x(3) −
x(2), . . . , x(n)−x(n−1)]. The dxl

m returns a vector one
element shorter than xl

m. The features are:

• Maximum value normalized (max(dxl
m)/h);

• Minimum value normalized (min(dxl
m)/h);

• Average value normalized (ave(dxl
m)/h);

• Standard deviation (std(dxl
m)).

3 Global Optimization Algorithms
There are in the literature methods based on the gradi-

ent, they use this local information to move in the direc-
tion of a function minima point. Backpropagation [18] is
a classical example of it. It is highly efficient to determine
the appropriate direction and magnitude for moving itera-
tively from a coordinate in the space to a local minima.

On the other hand, global optimization algorithms
search for the global minima point based on the informa-
tion of the function surface as a whole [17]. Both meth-
ods Tabu Search and Simulated Annealing are considered
global algorithms. They have as goal to find the function
global minima point discarding the local ones when nec-
essary.

3.1 TS/k-NN

As mentioned above, Tabu Search is a global search
algorithm. A set of new solutions is created from the cur-
rent solution and the best one (that whose cost function
is the less) is always accepted as the current. The fact of
always admit the new solution avoids the fall into local
minima.

In order to prevent cycles in the search trajectory, the
lately visited solutions are stored in a list called tabu.
These solutions are prohibited with the intention of avoid-
ing the algorithm to look up them again.

However, the cost of storing all the visited solutions is
too high. So, only the T (size of tabu list) last solutions
keep on list.

Tabu Search keep in memory the best of all visited so-
lutions apart of being the current. So, even if it “pass” the
best solution over the execution, it still will be available.

The outline is given in Algorithm 1. The 8st step refers
to find the best solution in the neighborhood. In this step
the cost of each solution if evaluated by a k-NN classifier.

Algorithm 1 Tabu Search
1: s0: initial solution
2: sbest: best solution
3: I: number of iterations
4: V : set of neighbors solutions
5: Insert s0 in tabu list
6: for i = 0 to i = I − 1 do
7: Generate V neighbors solutions
8: Find the best s′ ∈ V
9: if s′ is not in tabu list then

10: si+1 ← s′

11: Update tabu list
12: Update sbest

13: end if
14: i = i + 1
15: end for
16: Return sbest

3.1.1 Encoding solution

The encoding solution proposed by [11] consists of 3
parts. The first consists of weight values associated to
each feature. These weights will be modified through fea-
ture weighting. The second part, or the binary part, con-
sists of 0 or 1 values. And, finally, the third part consists
of the k value extracted from k-NN.

3.1.2 Cost function

The cost function used in this work is the total number
of correctly classified patterns as shown in Eq. 1. So, we
have as objective function to maximize this number.

Cost =
n∑

i=1

Ci (1)

where n is the number of classes and Ci is the number of
correctly classified patterns in each class.

3.1.3 Neighborhood

There is a step in the Tabu Search algorithm that con-
sists in the neighborhood creation. In this approach, a total
of M x N + P new solutions are created at each iteration.
In which M x N new solutions, or neighbors, are created
by assigning M random weights to N different features. P
new solutions are generated from turning on/off the bit of
the encoding second part. In this approach, to turn a bit
off means to delete a feature. Each neighbor solution is
evaluated and the best one is chose to be the next current
solution.

3.1.4 Termination criteria

The algorithm stops if the fixed number of iterations is
reached or if after some iterations the objective function
does not change.



3.1.5 Tabu rule

If a solution feature has been recently modified and
it is in the tabu list, it is then prohibited. It means that,
to accept an current solution, that feature could not have
been modified before.

3.2 SA/k-NN

The method Simulated Annealing consists in, at each
iteration, generate one new solution from the current.
When this solution is created, its cost is evaluated to de-
cide if it can be accepted as current. If the cost is less than
the current, it is accepted. Otherwise, it can be accepted
with a certain probability, known as the Metropolis Cri-
teria [19]. According to this criteria, a random number
δ between 0 and 1 is generated. If δ ≤ e(−∆C/t), then
the solution is accepted. Where ∆C is the cost function
variation and t is a parameter called temperature. Cooling
schemas are responsible to define an initial temperature
value, as well as, a rule to iteratively decreases this value.
In this work the cooling schema adopted was the Geomet-
ric one [20].

The encoding solution, neighborhood generation, ter-
mination criteria and tabu rules of acceptance are the same
described in the section 3.1. The algorithm outline is given
in Algorithm 2.

Algorithm 2 Simulated Annealing
1: s0: initial solution
2: I: number of iterations
3: for i = 0 to i = I − 1 do
4: Generate solution s′

5: if Cost(s′) ≤ Cost(si)) then
6: si+1 ← s′

7: else
8: if random ≥ e(−[Cost(s′)−Cost(si)]/ti+1) then
9: si+1 ← s′

10: end if
11: end if
12: i = i + 1
13: Update temperature
14: end for
15: Return si

4 Database and Experiments
Three methods were compared in the following exper-

iments, they are:

• k-NN: well-known classifier which uses Euclidean
Distance as similarity measure.

• SA/k-NN: hybrid method constituted by k-NN and
Simulated Annealing described in Section 3.2.

• TS/k-NN: the technique Tabu Search described in
Section 3.1 combined with k-NN.

The experimental results were performed over the Le-
gal Amount vocabulary from Brazilian bank checks. Fig-
ure 2 shows samples of the 40 words that constitutes the
LA grammar. As mentioned before, the variability in writ-
ing is a notorious problem in this kind of application.
There were used a total of 300 samples of each word to
perform the experiments.

Data were randomly divided into training set and test
set. The training set consists of 70% of the total number
of prototypes and the test set consists in 30% of the data.
Houldout is used in the training phase. To compute the
results, 5 runs of each algorithm were simulated and their
classification accuracy were used to obtain the final aver-
age rate results.

(cento)(300)(20)(10)

(reais)(200)(19)(9)

(centavos)(100)(18)(8)

(1000)(90)(17)(7)

(900)(80)(16)(6)

(800)(70)(15)(5)

(700)(60)(14)(4)

(600)(50)(13)(3)

(500)(40)(12)(2)

(400)(30)(11)(1)

Figure 2. Samples of legal amount database (the
numbers in the parentheses represents the value of
the written word).

There were run 5 simulations of the k-NN method
varying the number of k, for each database. The k val-
ues experimented are in the interval from 1 to 5. The one
which has presented best results was adopted. The final
rate is the average of results collected in each iteration. In
this work, k-NN iterations number (I) was set to 100.

The method TS/k-NN has its parameters described
here as well. The number of iterations is 100 for all
datasets. In addition to it, were performed 5 trial runs,
in other words, each run has the average result of 100 it-



erations and the final result is the average of the 5 trials.
One important parameter of Tabu Search is the length

T of tabu list. Some criterion are suggested in the litera-
ture in order to help in the choice of T. The tabu list size
was calculated, in this work, by:

T = ceil(
√

F ) (2)

where T and F are, respectively, the size of tabu list and
the number of features.

Other parameters introduced by the model proposed in
[11] are M, N and P. Just to review, M x N + P neighbors
are generated at each TS/k-NN iteration. Where M are the
number of patterns, N the number of feature weights to
be modified and, finally, P is the number of solutions gen-
erated by turning on/off some features. These parameters
values were set according to [11]. In that work, the value
of P was obtained through Eq. (2), M was set to 10 and N
set to 2.

The same values of M, N and P used in TS/k-NN were
used in the SA/k-NN model. In the Simulated Annealing
rule, we have seen that even if a new solution has inferior
performance than the current solution, it could be accept
to avoid local minima. Follows the acceptance criterion:
one random value is tested to be less than a prior defined
probability, if the test succeeds, the new solution replaces
the current one. Otherwise, it is discarded. In this work,
the prior defined probability was determined by:

p =
exp(−(En − Ea))

t
(3)

where p is the probability, t is the temperature, Ea is the
classification error of the current solution and En the error
of the new solution.

The choice of a cooling schema is another configura-
tion required by the SA method. A cooling schema has
to define an initial temperature as well as the rule for up-
dating its value. One common cooling schema is the Ge-
ometric one [20], where the new temperature is computed
by the product of the current temperature with a reduction
factor. In this study, the initial temperature was set to 1
and the reduction factor set to 0.9. The temperature is up-
dated following this schema at every 10-multiple iteration.

5 Results
The idea is to expose the accuracy rate of classes that

are commonly misplaced. A source of error cames from
words that share the same prefix or the same suffix. An-
other source comes from similar words derived from the
same kernel, not necessarily a suffix or prefix. For exam-
ple we have the words: “dois”, “doze” and “duzentos”,
which are represented by the classes “2-12-200” in Table
1. Observing these classes (see samples in Figure 3), we

notice they do not share a suffix, but they have many struc-
tural characteristics in common. It appears as a confusion
source in the recognition system.

(a) (b)

Figure 3. (a) Examples of “dois” (2). (b) Examples of
“doze” (12).

Table 1 shows the accuracy rate in % for the algorithms
k-NN, SA/k-NN and TS/k-NN when using Euclidean Dis-
tance. Notice that the results of the SA/k-NN outperforms
the simple k-NN results to all comparison groups pre-
sented. Furthermore, it is important to observe that for
some groups of classes the SA/k-NN performance is near
or better than TS/k-NN, for example the group “4-14-40-
400”. This observation let us to consider SA/k-NN as an
interesting cheaper alternative to TS/k-NN.

Another point to observe is the resultant number of
features. The k-NN does not reduces the features number,
so we have to consider the total number (89) in this case.

According to the table, the usage of hybrid SA/k-NN
and TS/k-NN always reduced significantly the number of
features. It means, SA/k-NN have reduced the feature set
in the interval between 1.12% and 20.22% while TS/k-NN
had the reduction interval between 11.23% and 25.84%.

6 Conclusion
In this paper, two hybrid optimization algorithms are

used to improve post-classification results of handwrit-
ten words from the Brazilian bank checks lexicon: Sim-
ulated Annealing/k-Nearest Neighbor and Tabu Search/k-
Nearest Neighbor. A post-classification procedure is re-
quired because many of the legal amount recognizers give
as answer a list of probable classes. An efficient way to
answer the correct class between the n-top ones makes the
system faster and more reliable. SA/k-NN and TS/k-NN
methods are proposed to simultaneous feature selection
and weighting. These methods outperformed the results
get with simple k-NN for all class groups analyzed. It
includes both: the smaller number of features in the resul-
tant subset and the classification accuracy.

Another contribution is the detailed feature extraction



Table 1. Accuracy classification rate x̄ (in %), number of neighbors k and resultant feature set size f

k-NN SA/k-NN TS/k-NN
Similar Classes x̄ k x̄ k f x̄ k f
2-12-200 92.23 ± 0.66 5 95.78 ± 0.68 4 83 96.30 ± 0.59 8 66
3-13-30-300 85.40 ± 0.65 3 92.28 ± 0.62 9 87 93.22 ± 0.68 3 72
4-14-40-400 72.55 ± 0.75 5 83.44 ± 0.36 9 83 83.05 ± 0.73 9 75
5-50 99.59 ± 0.24 3 99.89 ± 0.12 5 71 100.00 ± 0.00 5 66
15-500 96.56 ± 0.61 1 99.67 ± 0.25 1 78 100.00 ± 0.00 1 71
6-16-60-600 73.56 ± 0.75 5 79.56 ± 0.66 5 88 79.78 ± 0.53 3 70
7-17-70-700 75.67 ± 1.09 4 82.22 ± 0.88 7 86 84.61 ± 0.79 7 79
8-18-80-800 84.08 ± 0.96 1 89.61 ± 0.47 1 86 89.89 ± 0.71 9 66
9-19-90-900 79.14 ± 0.80 1 83.56 ± 0.20 3 87 84.67 ± 0.41 9 72
20-30-40-50-60-70-80-90 46.32 ± 1.09 1 54.75 ± 1.20 7 82 55.67 ± 0.68 7 71
200-300-400-500-600-700-800-900 45.08 ± 1.64 1 53.67 ± 1.05 1 86 55.25 ± 0.60 5 67

described in Section 2. After many experiments, over a
Brazilian LA database, the feature set reaches very satis-
factory results. We consider important as a future work to
compare this extraction with other popular methods.

Furthermore, we worked with very common problems
in the literature (feature selection and feature weighting)
in order to contribute still more with this research area.

Finally, the good results presented by the hybrid global
optimization algorithms prove still more their efficiency
in feature selection problems. In previous works [15, 11],
they have already succeed in this task. This fact instigates
deeper studies concerning this subject.
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