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Abstract
We present an evaluation of incremental learning al-

gorithms for the estimate of HMM parameters. The main
goal was to investigate incremental learning algorithms
that can replace traditional batch learning techniques, in-
corporating the advantages of incremental techniques for
designing complex pattern recognition systems. Experi-
ments were carried out on isolated digits, extracted from
the NIST SD19, by using a state-of-the-art HMM-based
isolated digits recognizer. The experiments demonstrated
that batch learning performs slightly better for generating
classifiers with good generalization performance. How-
ever, the results obtained by the Ensemble Training algo-
rithm are very encouraging for pursuing further research
in this subject, given that the loss in terms of perfor-
mance is relatively small. Furthermore, we demonstrated
that the incremental approaches provide lower-cost algo-
rithms, which is a valuable advantage.

Keywords: Incremental Learning, Hidden Markov
Models, Handwriting Recognition, Isolated Digits

1 Introduction
The main goal of a complex pattern recognition sys-

tem’s architect is to design classifiers that result in high
generalization performances [3]. Most of the performance
of a classifier comes from its parameters, which are gener-
ally adjusted by means of a training database and a learn-
ing algorithm [4, 7, 9, 10].

Traditionally, a Batch Learning (BL) setting is a stan-
dard procedure for learning parameters, and is known to
be very robust [2]. Basically, a BL approach consists of
learning a classifier’s parameters from a training dataset,
and the learning algorithm executes as many iterations on
the training set as necessary for tuning such parameters.

Despite its robustness, BL presents some drawbacks.
First, the training database may not be a good represen-
tation of the general problem to which the system is re-
lated, and the classifiers will provide poor generalization

performances no matter how good the learning algorithm
is. This problem could be solved by incorporating new
information that is available through the execution of the
system to which the classifiers are associated, but there
is no known way to do this unless we train a new classi-
fier using both the old and the new data. That is the second
major drawback of BL approaches, because it requires lots
of time and memory.

Incremental Learning (IL) is a promising solution for
the problems found in BL approaches . IL consists of
techniques that are originally proposed to enable classi-
fiers to gather more information without having to access
previously-learnt data. IL is also meant to be as robust
as BL to estimate parameters of classifiers, but recent
research has suggested that IL performs worse than BL
[4, 7, 9, 10].

Since the performance of a learning algorithm, as
stated by the no free-lunch theorem [3], is strictly de-
pendent on the problem to which it is applied, the main
goal of this paper is to provide an evaluation of IL algo-
rithms in the handwritten isolated digit recognition prob-
lem, by considering a state-of-the-art HMM-based hand-
writing recognition system [1]. We have chosen an HMM-
based framework due to the potential of this modeling
technique for the handwriting recognition problem in gen-
eral. Furthermore, by considering the large NIST SD19
digits database, it is possible to perform simulations of IL
settings in order to observe the evolution of each learning
algorithm involved in this study.

The remainder of this paper is organized as follow-
ing. In Section 2 we present an overview of IL tech-
niques focused on HMMs. Next, in Section 3 we present
the methodology employed to undertake this work. After-
wards, in Section 4 we present the setup of the experimen-
tal evaluation and the corresponding results. Finally, the
conclusions drawn from this work are described in Sec-
tion 5



2 Incremental Learning Algorithms for
HMMs

Incremental Learning is a topic with increasing inter-
est in research involving HMMs and pattern recognition
systems. In the latter, HMMs are used to compose HMM-
based classifiers, in which each class is represented by one
or more HMMs. IL of HMMs basically consists of updat-
ing the HMM-based classifier when unseen data is avail-
able. Unseen data may be represented by either a single
observation sequence or a block of observation sequences.

An update of an HMM-based classifier may be con-
ducted in two different ways. In the first way, the IL ap-
proach updates only the parameters of the existing HMMs
when new data is available [4, 7, 9]. In the second way,
the IL approach may also add new HMMs to the HMM-
based classifier. The advantage of the first way lies in
the complexity of the resulting classifier, which always
remain stable. Such stability in terms of complexity is not
assured by the second approach, since new HMMs are fre-
quently appended to the HMM-based classifier resulting
in an growth in terms of recognition complexity. For this
reason, we focus only on the first approach in this work.

The algorithms that update an existent HMM employ
the following idea. Suppose the learning method is re-
ceiving a block of data Dt, at a given time t ≥ 1 given the
current HMM λt−1, an update consist of computing the
parameters of the new HMM λt, where:

λt = λ′t−1 (1)

In this case, λ′t−1 corresponds to a mathematical transfor-
mation involving both λt−1 and φt, the sufficient statistics
computed from Dt and λt−1.

All the algorithms that fall in this category differ
mainly in three aspects: 1) the amount of data accumu-
lated in Dt; 2) the importance of the data presented in Dt;
and 3) the combination of λt−1 and φt.

Regarding the first aspect, Dt can be composed of a
single observation sequence, as in [4, 9], or it can be com-
posed of a block of Nt samples, as in [7]. With a smaller
number of samples inDt, the learning algorithm performs
more updates in λt−1, and consequently may converge
very quickly. However, by saving more observation se-
quences in Dt, the algorithm is less sensitive to noise in
the data stream, but more memory and time is necessary
to store and process the block of data.

The second aspect refers to the learning rate of Dt [9].
This rate is important to define the behavior of the algo-
rithm in terms of conservatism and adaptation. The higher
is the learning rate of Dt, the more adaptive the algorithm
to new data. Old data is forgotten very quickly. On the
other hand, lower learning rates define an algorithm that
gives as much importance to newer data as it does to older
one, conserving all the observed information as long as
possible.

The third aspect involves how λt−1 and φt are com-
bined to generate λ′t−1. One solution presented in the lit-
erature consists in updating λt−1 by performing a partial
expectation step (E-step) of the Baum-Welch algorithm
[11, 4, 9, 7], then the maximization step (M-step) is ex-
ecuted after each time t. One problem of this approach is
that once one parameter in λt−1 is equal to zero, there is
no way to re-estimate this parameter. To work around that
problem, a small constant ε is added to each parameter in
λt−1, but this solution results in noise for the recognition
process and additional evaluations are required for finding
the best value of ε.

3 Methodology

The methodology employed in this work includes
the baseline isolated digits recognizer, presented in Sec-
tion 3.1, the IL algorithms related to this work, presented
in Section 3.2, and the method proposed for complexity
analysis, presented in Section 3.3.

3.1 The Baseline System

The baseline system is the isolated digits recognizer
presented in [1]. This recognizer is divided into three
modules: Pre-processing, Feature Extraction, and Recog-
nition (see Figure 1 for an overview of this system).

FBFE VerificationPreprocessing

Isolated character recognition framework

Ranked
Hypothesis
4 – 0.710,
9 – 0.201,
1 – 0.050, 
...

Figure 1. An overview of the isolated character recog-
nition framework

The Pre-processing module performs corrections of
slant inclination in isolated digits. The Foreground-
Background Feature Extraction (FBFE) module extracts
two observation sequences, one considering column ob-
servations and another considering row observations,
based on a sliding-window approach. Each observa-
tion represents a 47-dimensional feature vector combin-
ing both foreground and background information. The
Recognition module combines both column and row like-
lihoods to classify the corresponding image into one of the
10 classes of digits.

3.2 Incremental Learning algorithms

In this section we provide a brief description of three
IL algorithms for HMM, pointing out advantages and dis-



advantages of each one.

3.2.1 The Incremental Baum-Welch algorithm

The Incremental Baum-Welch (IBW) algorithm is a
straight-forward adaptation of the original BL Baum-
Welch algorithm to IL. First proposed in [12] for continu-
ous HMMs, it was later adapted to discrete models in [5].

The IBW algorithm consists of performing a partial
E-step using just a single observation sequence, and a M-
step for each time step t. In other words, the values of
aij and bj(k), respectively corresponding to the matrices
A and B of an HMM, are updated at each time step t,
given λt−1 and Dt, where Dt is composed of a single
observation sequence.

Mathematically, the estimator aij , at the current time
step t, is given by:

at
ij =

at−1
ij (

∑t−2
t′=1 γt′(i)) + ξt−1(i, j)∑t−1

t′=1 γt′(i)
(2)

and the output probability, b
t

j(k), is given by:

b
t

j(k) =
b
t−1

j (k)(
∑t−1

t′=1 γt′(j)) + ψ(t, j, k)∑t
t′=1 γt′(j)

(3)

where ψ(t, j, k) is an auxiliary function defined as:

ψ(t, j, k) =
{

0 ifOt 6= vk

δt(j) otherwise (4)

As we can see in the above equations, both aij and
bj(k) are updated by taking into account the sufficient
statistics stored in γt′(i) from t′ = 1, . . . , t. Although
just a single observation sequence is taken into account to
update λt−1, the sufficient statistics represent information
computed from all observed data.

In [4], the addition of a constant ε in the matrices A
and B was proposed to avoid that some parameters re-
ceive the value zero. This may be done each time λt is
computed, or after a time interval ∆t.

3.2.2 The Incremental Maximum-Likelihood algo-
rithm

In [7], the Incremental Maximum-Likelihood (IML)
algorithm, which updates an existing HMM by consider-
ing a block of data, has been evaluated in an IL setting.

Since the main objective in the work was to speed up
the learning process, the proposed IML algorithm works
by dividing an off-line training database into smaller
blocks. Each iteration of the algorithm processes a dif-
ferent block of data. Thus, given an initial HMM λ0, and
the blocks of data Dt, 1 ≤ t ≤ T drawn from the training
set, this algorithm works according to the following steps:

1) Initialize sufficient statistics φt∀t to zero.

2) For t = 1, 2, . . . , T or until convergence do

a. Compute sufficient statistics φt

b. φt = φt + φt−1

c. Compute λ′t−1

d. λt = λ′t−1

For an IL setting, IML can be easily adapted, although
T is not known a priori. Furthermore, the blocks of data
Dt are acquired over time.

Although this algorithm processes a small block of
data in each iteration, the sufficient statistics φt are al-
ways updated taking into account the information from
the previously-processed blocks. By using this approach,
those authors claim that the algorithm presents the same
performances of the the BL Expectation Maximization,
but with a faster convergence.

Despite not being mentioned by the author, we believe
that this algorithm also requires the addition of a small
constant ε to the matrices A and B. Otherwise, the infor-
mation can not be completely learnt by this algorithm if
unseen observation sequences contain previously-unseen
observations.

3.2.3 Ensemble Training

Another interesting approach for IL, namely Ensem-
ble Training (ET), was proposed in [8]. Although this al-
gorithm has never been employed within an IL setting (to
our knowledge), this algorithm can be easily adapted to
this kind of setting since the parameters of the final HMM
(i.e. the model used for the recognition) are independently
computed for each observation sequence. And despite be-
ing originally proposed to deal with single observation
sequences, this algorithm can also be easily extended to
work with blocks of observation sequences.

In a sense analogous to the Multi-sequence Baum-
Welch (MSBW) algorithm [11], ET consists of indepen-
dently doing the learning of each of the observation se-
quences from the training set so that each sequence gen-
erates a corresponding HMM. After all the sequences are
learnt, the corresponding models are combined to gener-
ate a single model representing the whole data.

In greater detail, ET works as follows. Suppose thatK
observation sequences are available for training, and for
each of these K observation sequences, one model λk =
Ak, Bk, πk is estimated by ET, resulting in the formation
of K independent model estimates from the training set.
From these K models, the matrices A, B, and π, for the
final HMM, are computed in the following way:

aij =

∑
k Wka

k
ij∑

k Wk
(5)

bij =

∑
k Wkb

k
ij∑

k Wk
(6)



πi =
∑

k Wkπ
k
i∑

k Wk
(7)

where Wk is the weighting factor for each sequence.
A straight-forward way to adapt ET to work in an IL

setting is by conserving a current HMM λt−1, which cor-
responds to all data up to the time step t − 1. The re-
estimation of A, B, and π (the new current model λt),
when new data is available, considers only λt−1 and the
model generated at time t (λt′ ). One important aspect to
assure that the older information is kept in λt is to con-
sider the weights of the previously-seen data, by accumu-
lating both Wt−1 and Wt′ into Wt. In detail, suppose we
are updating the model λt−1 = At−1, Bt−1, πt−1 after
observing the data t, thus we compute λt = At, Bt, πt,
given λt′ , by using the following equations:

at
ij =

Wt−1a
t−1
ij +Wt′a

t′

ij

Wt−1 +Wt′
(8)

b
t

ij =
Wt−1b

t−1
ij +Wt′b

t′

ij

Wt−1 +Wt′
(9)

πt
i =

Wt−1π
t−1
i +Wt′π

t′

i

Wt−1 +Wt′
(10)

Wt = Wt−1 +Wt′ (11)

The ET algorithm is very flexible because any learning
algorithm can be used to generate the HMM correspond-
ing to the new data, including the original Baum-Welch al-
gorithm. Furthermore, we see that ET is a technique sim-
ilar to Ensembles of Classifiers, despite generating only
one HMM for the classification scheme, which is a result
of the combination function used by this approach.

3.3 Complexity Analysis

The methodology proposed for complexity analysis is
useful to compare different learning methodologies em-
ploying the same training data. Such methodology is
based on the number of samples in each block of data,
and the total number of iterations until convergence on
each block.

Suppose NB is the number of blocks of data, NSi

corresponds to the number of samples in block i, where
1 ≤ i ≤ NB, and NIi corresponds to the number of
iterations to converge on block i, so the complexity factor
CF for learning all data is defined by:

CF =
NB∑

i

(NSi ×NIi) (12)

The complexity for estimating the parameters of a sin-
gle sample is not taken into account by this method. In

this work this information is not relevant due to the nature
of the algorithms involved in this paper, which share the
same re-estimation procedure (i.e., they are all based on
the forward-backward procedure).

4 Experimental Evaluation

The experimental evaluation of the different learn-
ing algorithms considers isolated digits from the NIST
SD19 database. The isolated digits are organized in
195,000 samples for training (equally distributed into
19,500 samples per class), 28,000 for validation (both
from hsf {0,1,2,3}), and 60,089 samples for test taken
from (hsf 7).

An IL setting is simulated by dividing the training
dataset into 19 blocks of 10,000 samples (1,000 samples
per class), and one block of 5,000 samples (500 samples
per class). The learning is carried out by presenting one
block at a time, and the algorithm progressively incorpo-
rates the information of each new block. The performance
evaluation is after processing each block, on both valida-
tion and test sets.

For all the experiments, we considered a codebook of
256 symbols, built from the whole training set. The num-
ber of states for the HMMs were optimized using Wang’s
method, as described in [1].

The experiments are fourfold. First, we validated the
implementation of the system in a BL setting, using the
traditional Baum-Welch algorithm. Then, we repeated the
same experiment with the three algorithms presented in
Section 3.2. All the experiments were repeated five times
(except for BL due to complexity reasons), using different
samples in each block, in order to provide a better statis-
tical estimate of the results, and the recognition rates are
represented by the average of the five runs. In order to
compare the performances of the algorithms, we consider
the performances of the classifiers generated after learning
the whole training set.

4.1 Evaluation of The Batch Learning Setting

We evaluated the system in a BL setting, using the tra-
ditional Baum-Welch algorithm. For this task, several it-
erations were performed on the training set until conver-
gence was reached. The validation set was used to select
the models with the lowest errors.

In order to evaluate the impact of the training set’s
size, and to simulate the application of this method for
IL, we used training sets with sizes from 1,000 samples
up to 19,500 per class. See in Figure 2 the results on the
validation set, and in Figure 3 the results on the test set.
After learning the whole training set, this method results
in classifiers with accuracy of 98.94% on the validation
set, and 97.88% on the test set.



Figure 2. The recognition results of all algorithms on
the validation set.

Figure 3. The recognition results of all algorithms on
the test set.

4.2 Evaluation of The Incremental Baum-Welch
Algorithm

For the evaluation of the Incremental Baum-Welch
(IBW) algorithm, the only additional parameter that had
to be evaluated was the constant ε. That constant was set
equal to 0.00001 after a few preliminary evaluations on
the validation set.

See in Figures 2 and 3 the results of this algorithm on
the validation and on the test set, respectively. The recog-
nition rates reported by the last classifier, after learning the
20 blocks of data (i.e. 195,000 samples), are 98.42% and
97.27% on the validation and on the test set respectively.

4.3 Evaluation of The Incremental ML Algo-
rithm

For evaluating the Incremental Maximum-Likelihood
(IML) algorithm, the only additional parameter required
by this algorithm is the constant ε, similar to IBW. Af-
ter preliminary evaluations on the validation set, ε was set
equal to 0.0001

Figures 2 and 3 respectively show the results of this
algorithm on the validation and on the test set. The recog-
nition rates reported by the last classifier, after learning the
20 blocks of data (i.e. 195,000 samples), are 98.02% and
97.03% on the validation and on the test set respectively.

4.4 Evaluation of Ensemble Training

The evaluation of the Ensemble Training (ET) algo-
rithm comprised a few preliminary steps in order to define
the best method for learning each HMM corresponding to
new data. We evaluated the employment of the valida-
tion dataset for controlling the number of iterations on the
training set, and also different pre-defined numbers of it-
erations. We observed that by using 10 training iterations
we obtain the best results. Furthermore, we also observed
that by iterating on the whole block of data the algorithm
generates better results than by iterating on each observa-
tion sequence independently.

See also in Figures 2 and 3 the results of this algorithm,
respectively on the validation set and on the test set. Af-
ter learning the whole training set, this algorithm presents
recognition rates of 98.77% and 97.73% on the validation
set and on the test set.

4.5 Discussion

We see from this experimental evaluation that BL
trained the classifiers that resulted in the best perfor-
mances. Nonetheless, ET presented very promising re-
sults, with a difference in the recognition rates of only
0.17% and 0.15%, on the validation and the test set re-
spectively. On the other hand, the other IL algorithms
produced very poor performances in these experiments.

In Figure 4 we show the evaluation of BL and ET con-
sidering a rejection method employing multiple thresholds
(see [6]). We observed that by considering no rejection
error, e.g. a rejection error equal to 0.0, the difference
between the recognition errors of BL and ET is reduced
to 0.06% (over 0.17% for the zero-level rejection experi-
ments). Nonetheless, the rejection rate of ET is very sim-
ilar to the one produced by BL. In some cases, ET rejects
less samples than BL.

Despite the performance aspects, ET is also an inter-
esting approach in terms of complexity. Figure 5 demon-
strates the complexity analysis of the algorithms using the
methodology presented in Section 3.3. Even though in
these experiments it was ten times slower than the other



Figure 4. Error rate and rejection rate analysis of BL
and ET.

incremental solutions, ET was about four times faster than
BL.

Figure 5. Complexity analysis of all algorithms, em-
ploying the methodology described in Section 3.3.

5 Conclusions and Future Work

In this work we presented the evaluation of three dif-
ferent IL algorithms for HMMs. We compared their per-
formances with the traditional Baum-Welch algorithm in
a BL setting. From the experimental results presented in
this paper, we clearly see that BL performs slightly bet-
ter that IL algorithms. Nevertheless, ET has demonstrated
only a small loss compared to BL, which is a very promis-
ing result. Furthermore, ET requires fewer iterations than
BL to generate good models in terms of generalization

performance and can be executed in a parallel architec-
ture, which are both important factors when dealing with
large datasets.

We can pursue this work in several directions. We
believe that a promising direction is the investigation of
different methods for merging the models in the ET algo-
rithm, and also the investigation of different schemes for
weighting each new model. Furthermore, we should also
investigate the employment of ordinary ensembles of clas-
sifiers instead of merging the models, despite the increase
of complexity for the classification scheme.
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